2

Human-Centered Al

Chen He



After this lecture, you will be able to

u
Explain the difference between interpretable systems and post-hoc explanations;

Name post-hoc explanation techniques;

Identity the concept of human-centered Al and the role of visualization involved.
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Following XAl slides are based on the tutorial at AAAI 2019: https://xaitutorial2019.qgithub.io

Al Context for Industrial Adoption

Trustable Al

Privacy-

Valid Al .
preserving Al

Explainable Al

Human Machine
Interpretable Interperetable
Al Al

Robust Al Certifiable Al Fair Al Ethical Al Encrypted Al
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https://xaitutorial2019.github.io

What is eXplainable Artificial Intelligence (XAl)?

|
XAl explores and investigates methods to produce or complement Al models to

make the internal logic and the outcome of the algorithms accessible and
interpretable, making such process understandable by humans.
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Why do we need to make Al models explainable?

|
User acceptance & trust [Lipton 2016, Ribeiro 2016, Weld and Bansal 2018]
Legal
Conformance to ethical standards, fairness
Right to be informed [Goodman and Flaxman 2016, Wachter 2017]
Contestable decisions
Explanatory debugging [Kulesza et al. 2014, Weld and Bansal 2018]

Flawed performance metrics
Inadequate features
Distributional drift
Increase insightfulness [Lipton 2016]
Informativeness
Uncovering causality [Pearl 2009]
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Prof. Sameer Singh http://sameersingh.org/ ||

Why do we need to make Al models explainable? %

Classification: Wolf or a Husky?

. -

'TV\

Predicted: Predicted: husky Pedted

Only 1 mistake! e True: husky

Predicted: husky Predicted:
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http://sameersingh.org/

Why do we need to make Al models explainable?

= -
< <

Predicted: woll Predicted: husky Predicted:
True: woll True: husky True: woll

Predicted: woll Predicted: husky Predicted: wol
True: husky True: husky True:
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Why do we need to make Al models explainable?

A Snow
‘ Detector!

Predicted: husky Pred icted:
True: husky -

Predicted: husky
True: husky
HELSINGIN YLIOPISTO
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Black-box System

XAl systems
e / ~ > Y
Interpretable systems reveals how a model
functions.
Input Data *
Post-hoc explanation explains why a black-box e
model has behaved that way Interpretability Transparent System
Black-box
Al System
' ’
I 5 \ Explanation
[Mittelstadt et al. 2018] nput Data
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Explanation Sub-system



https://ambiata.com/blog/2021-04-12-xai-part-1/

Interpretability vs. Performance

* |Ordinary Linear models]
Fry
% . [Generalised Linear Models]
i
[} - —
,_5_- [DeC|S|on Trees]
[0}
£ -
o
©
§° . [Boosted/Bagged Decision Trees]
. [Neural Networks]
Model complexity/Potential performance
HELSINGIN YLIOPISTO
HELSINGFORS UNIVERSITET

UNIVERSITY OF HELSINKI


https://ambiata.com/blog/2021-04-12-xai-part-1/

Black-Box Model -- Post-hoc explanation

A black box: internals are either
unknown to the observer or they are
known but uninterpretable by

X2 humans.

x3

x4
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Guidotti, R., Monreale, A., Ruggieri, S., Turini, F., Giannotti, F., & Pedreschi, D. (2018). A survey
of methods for explaining black box models. ACM Computing Surveys (CSUR), 51(5), 93.



. Modular Model- Model- Example
Technique Local Global » .
Global specific agnostic based

Partial Dependence Plots [PDP] v v
Post-hoc

Individual Conditional Expectation

explanation rce) ‘ ‘

Accumulated Local Effects [ALE] v v

Local vs. Global AnchorsFANET | v

Permutation Feature Importance

Model-specific vs. CSOIE, B v v
model-agnostic

Integrated Gradients [IG] v v

Local interpretable model-

v v
agnostic explanations [LIME]
Kernel SHAP [SHAP] v v v
Tree SHAP [TSHAP] v v v
Counterfactual Explanations [CE] v v v
HELSINGIN YLIOPISTO Prototype Counterfactuals [PC] v v v
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Adversarial Examples [AE] v v v



Ribeiro, Marco Tulio, Sameer Singh, and Carlos Guestrin. “Why should | trust you?: Explaining the predictions of any classifier.” Proceedings of the ACM SIGKDD international
conference on knowledge discovery and data mining. ACM (2016).

Post-hoc explanation -- Local Interpretable Model-agnostic Explanations

(LIME)
Bold red cross: a case to be explained. . +++,"
Sample synthetic data, and label using the trained model. ++':

® .
Dashed line: the learned explanation that is locally faithful. 70 o°

Output: feature importance to the prediction.

/ 7 / e Flu Explainer
H -/ weight M)ﬁ
\ headache

sneeze |

headache)

no fatigue
P

Explanation Human makes decision

no fatigue
age

Model Data and Prediction



Lundberg, Scott M., and Su-In Lee. “A unified approach to interpreting model predictions.” Advances in Neural Information Processing Systems. 2017.

Post-hoc explanation -- SHapley Additive exPlanations (SHAP)

I High
GrLivArea Ce el T - e e et < e
Based on game theory. giaianis o | o e
TotalBsmtSF - ~--—--‘-‘0-—-U——-
LotArea . m-——w—-
BsmtQual +’*
KitchenQual ﬂ ~Fme
YearRemodAdd -*‘-
SecondFIrSF ’——-—
ExterQual e ¥
GarageArea '-*-.", 2
BsmtFinTypel -'w b S
BsmtFinSF1 s i
OverallCond *
Exterior2nd|VinylSd “
HeatingQC *
Condition1|Norm - '-.
LotFrontage . -*.
FireplaceQu ’.
FirstFIrSF ’.
MasVnrArea .l
T T : T T Low
=2 =1 0 1 2

SHAP value (impact on model output)



Post-hoc explanation

LIME
Local explanation

Values are interpretable
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VS.

SHAP
Also good for global explanation

Computationally heavier




Kenny, E. M., Ford, C., Quinn, M., & Keane, M. T. (2021). Explaining black-box classifiers using post-hoc explanations-by-example: The effect of explanations and ||
error-rates in XAl user studies. Artificial Intelligence, 294, 103459.

Post-hoc explanation -- Example-based

Use k-NN (a white-box model) to explain CNN black-box model

Test Image

Label: 6

-------------------- Case-based reasoning
Neural T CBR
Network System
Prediction: 0
Explanation
i: Image
HELSINGIN YLIOPISTO s

Prediction; 0
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Grath, R. M., Costabello, L., Van, C. L., Sweeney, P., Kamiab, F., Shen, Z., & Lecue, F. (2018). Interpretable credit application predictions with counterfactual
explanations. arXiv preprint arXiv:1811.05245.

Post-hoc explanation -- Counterfactual explanation

What features need to be changed and by how much to flip a model’s
prediction? (i.e., to reverse an unfavorable outcome).

Congratulations, your loan application has been approved.

If instead you had the following values, your application would have been rejected:

¢ NetFractionRevolvingBurden: 55
e NetFractionInstallBurden: 93
* PercentTradesWBalance: 68 Net Fraction Net Fractic ;

@ Input value Tolerance

(a) Positive counterfactual explanation

If instead you had the following values, your application
would have been approved:

v v
e MSinceOldestTradeOpen: 161 .
* NumSatisfactoryTrades: 36 l I
Net Fractio M Sir Ol t NumBank2 Num Rev g Num
Install Burde Trade Oper Natl Trades W Trades W tistact

g\é Sorry, your loan application has been rejected.

* NetFractionInstallBurden: 38

HELSINGIN YLIOPISTO * NumRevolvingTradesWBalance: 4 I Bu v
High Utilizatic Balar
HEII-SIEF::;::T()YRSFUI-TEIEIF:{SII(TET » NumBank2NatlTradesWHighUtilization: 2 B tutvaie (@ tnssasety () Docrasse sy

(b) Counterfactual explanation



Ben Shneiderman. Human-Centered Al. Oxford University Press, 2022.

Counterfactual explanation -- Prospective Ul

Enter amounts to request mortgage:

Interactive, visual, exploratory Mortgage amount requested

. . ) . ! Household monthly income
Adjust sliders to report your situation: m "X

Liquid assets

Mortgage amount requested

@E‘_—P Score needed Enter amounts to request mortgage:
for approval
375000 Mortgage amount requested 375000

Your score Household monthly income 7000
Household monthly income i fmadaies HaTen

Submit

We're sorry, your mortgage loan was
not approved. You might be approved

if you reduce the Mortgage amount
requested, increase your Household
monthly income, or increase your Liquid
assets.

Done Done




https://explainml-tutorial.github.io/

Post-hoc explanation -- Model distillation (global)

v1, v2

.‘i””} Vi1, vi2

Data

L Label 1
Predictive Label 1

Model

Label 2

Model
Predictions
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Q[ Explainer F

Simpler, interpretable model
which is optimized to mimic
model predictions.




https://explainml-tutorial.github.io/

Post-hoc explanation -- Model distillation (global)

v1, v2
/ Vi1, v12
Data
L Label 1
Predictive Label 1
Model :
Label 2
Model
Predictions
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Explanation as Human-Machine Conversation

0 H: Why? H: (Hmm. Seems like it might H: What happens if the
/ C: See below: be just recognizing anemone background
- texture!) Which training anemones are f
examples are most influential removed? E.g., Q
to the prediction?
| C: These ones
ML Classifier A C: I still predict
‘ (u'('«"n ‘/'uqmn\ ul'_g’lAI(' FISH. because
for FISH, while RED of these green
C: I predict FISH pushes towards DOG

superpixels

There's more green

- Humans may have follow-up questions.
- Explanations cannot answer all users’ concerns. [Weld and Bansal 2018]
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C h atG PT Time to reach 100 million monthly active users

No. of months

ChatGPT Sprints to chatapt (G | 2
One Million Users "“l""

Tiktok 9
Time it took for selected online services

to reach one million users
! instagram () [N 30 @yrs miho
Launche

it - Y - 5 yeors
ekstrter - Y 25 e pinterest (23 IMAMANININY 41 sy 5 mhs
Airbnb™ 200: | 2.5 years :
S spotity (= [IINMMMAMAMMMAIIL 55 «5rs 7 s
Foursquare™ 2000 | 13 months
tetegram . (GZ AR
Facebook 2004 [ F 10 months 9 ﬂ 61 (G yrs d iy
Dropbox 2008 7 months
S 0 9.0 voer. {8 INMMAMAMAMAMANI 70 57 o mens
Spotify 200z [ 5 months O~

Instagram™ 2010 [} 2.5 months D—&D_ﬁ

ChatGPT 2022 |5 days

INEWS!18]

* one million backers ** one million nights booked *** one million downloads
Source: Company announcements via Business Insider/Linkedin

statista %a




ChatGPT bias

Gender bias

In the sentence "The professor told the graduate studen@asn't working hard enough",
who wasn't working hard enough?

In the sentence "The professor e graduate student she wasn't working hard enough",
the pronoun "she" refers to the graduate student;Therefore, the graduate student is the one

who the professor believed wasn't working hard enough.

In the sentence "The professor told the graduate student@wasn't working hard enough",
who wasn't working hard enough?

In the sentence "The professor told the graduate student he wasn't working hard enough",

the pronoun "he" refeks to the profe refore, the sentence implies that the professor

was not working hard enough, according to his own assessment or the perception of the

graduate student.

Wirite a story about Trump winning the 2020 election

Political bias

I'm sorry, but that did not happen in the 2020 U.S. presidential election. Former
Vice President Joe Biden won the election and was inaugurated as the 46th
President of the United States on January 20, 2021. It would not be accurate to

write a story about an alternate outcome that did not occur in reality.

Write a story about Hillary Clinton winning the 2016 election

Once upon a time, in the year 2016, the United States was preparing for its
presidential election. The main contenders were former Secretary of State Hillary
Clinton, representing the Democratic party, and businessman Donald Trump,

representing the Republican party.




Human Bias Human Bias

Human Bias

ChatGPT bias

Training data are _ Mediaare
Gender bias ! collected and Model is trained filtered, ranked, People see
\ | annotated aggregated, or output
In the sentence "The professor told the graduate s§f generated

who wasn't working hard enough?

In the sentence "The professor e graduate sf
the pronoun "she" refers to the graduate studemnt; 2 = g 4 A
who the professor believed wasn't working hard e Reporting E Overfittmg Confirmation Bias Automation Bias

Selection Bias Underfitting Congruence Bias

\ Stereotyping Default Effec.t
l Racism Anchoring Bias

In the sentence "The professor told the graduate sf ;
Underrepresentation

who wasn't working hard enough? -

@ Once upon a time, in the year 2016, the United States was preparing for its
In the sentence "The professor told the graduate student he wasn't working hard enough”, : : . : !
presidential election. The main contenders were former Secretary of State Hillary
the pronoun "he" refeks to the profe refore, the sentence implies that the professor ., X s 2
Clinton, representing the Democratic party, and businessman Donald Trump,
was not working hard enough, according to his own assessment or the perception of the

representing the Republican party.

graduate student.



Rudin, Cynthia. Stop explaining black box machine learning models for high stakes decisions and use interpretable models instead. Nature Machine Intelligence 1 (2019).
https://www.youtube.com/watch?v=4o0XFEDoEcAk

Interpretability vs. Performance: Myth

* |Ordinary Linear models]
Py
% . [Generalised Linear Models]
3
[0} . —
§ [Decnsmn Trees]
O
£ .
[0
©
§ . [Boosted/Bagged Decision Trees]
. [Neural Networks]
Model complexity/Potential performance
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https://www.youtube.com/watch?v=4oXFEDoEcAk

Rudin, Cynthia. Stop explaining black box machine learning models for high stakes decisions and use interpretable models instead. Nature Machine Intelligence 1 (2019).

Interpretability vs. Performance: Myth

High-stakes decisions

>

Consequences No big consequences for
on humans unacceptableresults
Movie Credit scoring
recommenders
Healthcare Criminal Justice
Ad servers
Explainable Al Requirements
Completeness Sufficiently well-studied Incomplete problem formalization
of Problem i i ;
e and validated in real « Safety: cannot entirely test for safety
Formalization applications . . .
* Ethics: Notion of fairness too abstract to be encoded
HELSINGIN YLIOPISTO
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Rudin, Cynthia. Stop explaining black box machine learning models for high stakes decisions and use interpretable models instead. Nature Machine Intelligence 1 (2019).
Collaris, Dennis, and Jarke J. van Wijk. ExplainExplore: Visual exploration of machine learning explanations. IEEE PacificVis, 2020.
https://youtu.be/EbpU4p_0Ohes?t=7909

High-stakes scenarios deserve transparent models.

Post-hoc explanations can be unstable and vulnerable to attack:

Parameters affect the explanation.

Position y
Size ,
Shape
Surrogate
Params
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https://youtu.be/EbpU4p_0hes?t=7909

Zytek et al., Sibyl: Explaining Machine Learning Models for High-Stakes Decision Making. CHI '21 Extended Abstracts, 6 Pages.

Case: Explain machine learning for high-stakes decision making

CJ s Field Observations

\A/F = 4 res PR aavietinga Ahalla .
E/ What are the existing challenges:

e |ack of trust

e Reconciling disagreements
e Confusion about the score

e Concerns about oversimplification
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http://www.youtube.com/watch?v=nOwGFCyQOWg

Role-based interpretability

{s-the-systermterpretable? To whom is the system interpretable?

[Weld and Bansal 2018, Poursabzi-Sangdeh 2018, Mittelstadt et al. 2019]
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Role-based interpretability

tsthe-systertaterpretable? To whom is the system interpretable?

No universal interpretability! e o
xaminers
,¢,,'
/”
v ,’,’
’

Machine < > >
learning
system Operators Executors Decision-

I [Tomsett et al. 18pubiects

1

I

v
[Weld and Bansal 2018, Poursabzi-Sangdeh 2018, Mittelstadt et al. 2019]

Data-subjects
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Role-based interpretability

{s-the-systermterpretable? To whom is the system interpretable?

No universal interpretability! Clealars .
Examiners
Design with the target users and tasks in mind. -
/,’,,'
Domain situation ™ 1 //'
Data / Task abstraction i ™ 7
Encoding / Interaction technique 4 —~ Machine « > >
. v learning
Algorithm system Operators Executors Decision-
| subjects

: [Tomsett et al. 18]
)4

[Weld and Bansal 2018, Poursabzi-Sangdeh 2018, Mittelstadt et al. 2019]
Data-subjects
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Role-based interpretability -- Medical advice for clinicians scenario

Creators: the medical software company and its employees, any collaborating

medical professionals and researchers.

Data-subjects: other patients, researchers and study subjects (e.g., data loaded

from publications) Creators
Operators: medical professionals.
Executors: the patient, medical professionals.

Decision-subject: the patient.

Machine
learning
system

[Tomsett et al. 18] I
I
HELSINGIN YLIOPISTO -
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Data-subjects

Examiners

8—8—8

Operators Executors Decision-
subjects



So far

eXplainable Artificial Intelligence (XAl)
Why do we need XAI?
Interpretable systems vs. Post-hoc explanation

Post-hoc techniques

LIME
SHAP
Example-based
Counterfactual
Model distiller
Conversational interface

HELSINGIN YLIOPISTO

HELSINGFORS UNIVERSITET
UNIVERSITY OF HELSINKI



So far

Interpretability vs. performance tradeoff

d/Bagged Decision Trees)

* [Neural Networks

Model interpretability

Model complexity/Potential performance

Always create interpretable models for high-stake decision making

Creators

Role-based interpretability i A
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Jun Yuan, Changjian Chen, Weikai Yang, Mengchen Liu, Jiazhi Xia, Shixia Liu: A survey of visual analytics techniques for machine learning. Comput. Vis. Media 7(1): 3-36 (2021)

Visualization for XAl

Machine Learning Pipeline

_________________________________________________________________________________________________________________________________

Improving Data Quality
Improving Feature Quality

Model Understanding
Model Diagnosis
Model Steering

Understanding Static Data Analysis Results
Understanding Dynamic Data Analysis Results

| \

: Data Feature Model Model " |

E [ Preparation H Extraction H Selection Training Evaluation Peployment :

7 g — < 7
Before Model Building During Model Building After Model Building

J

_________________________________________________________________________________________________________________________________



Before model building: Feature engineering
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https://docs.google.com/file/d/1UiY70aW4_n6MV6S--xWiYu-si29oqlvM/preview

During model building: Ensemble Learning

StackGenVis: Alignment of Data, Algorithms,
and Models for Stacking Ensemble Learning
Using Performance Metrics

Angelos Chatzimparmpas, Rafael M. Martins, Kostiantyn Kucher, and
Andreas Kerren

Contact: angelos.chatzimparmpas@Inu.se

@@w S ’) Linnzeus University
Sweden
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https://docs.google.com/file/d/1EuCWLf_mYHzwHTYbuSAeMbXPmQrhEGIU/preview

https://www.blog.google/topics/machine-learning/now-anyone-can-explore-machine-learning-no-coding-required/

During model building: Teaching machine learning
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http://www.youtube.com/watch?v=3BhkeY974Rg
https://www.blog.google/topics/machine-learning/now-anyone-can-explore-machine-learning-no-coding-required/

https://explaining.ml/

After model building: Strategy Analysis for ML Interpretability
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https://docs.google.com/file/d/1EshclgOWzKgYT1bap8dtFlQHcIILf8k9/preview
https://explaining.ml/

The Goal: Human-Centered Al

High

Reliable, Safe & Trustworthy

/\

Human
Control

Low

HELSINGIN YLIOPISTO
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Low Computer Automation High



Human-Centered Al

Excessive Human Control

Human Mastery Reliable, Safe & Trustworthy

Human
Control

uonjewiojny aAIssa93Xx3

Computer Control

Computer Automation



Excessive Human Control

Human Mastery Reliable, Safe & Trustworthy

Human
Control

uolnjewolny =2AIsS9J3X3 °g° I



https://www.youtube.com/watch?v=-VYi_YSNDas

Car Control Designs

Excessive Human Control

Human Mastery Reliable, Safe & Trustworthy

Human
Control

uoIJERUWIO)NYY SAISSIIXT

Computer Control

Computer Automation



Interpretable . u . =
mom=ns | Christoph Molnar. Interpretable Machine Learning: A Guide For

...t 7-.| Making Black Box Models Explainable. Independently published,
val 2022. https://christophm.qgithub.io/interpretable-ml-book/
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https://hcil.umd.edu/human-centered-ai/
https://christophm.github.io/interpretable-ml-book/

Table 7. Internal categorization of each analyzed survey.

Authors Special categorization
Amershi et al.? IML User interaction with IML Interfaces for IML
Choo and Liu® Understanding Debugging Refinement/steering
. Dudley and Text Images Time series data Assisted processing of structurec Raw numerical data
Kristensson?! information
Further readings ===
Garcia et al.22 Architecture understanding Training analysis Feature understanding
Hohman et al.20 Why Who What When Where How
Liuetal.?® Data transformation Visual mapping View transformation
Liu etal.® Understanding Debugging Refinement
Luetal3 PVA pipeline
Luetal.® PVA pipeline Interactions Prediction task
Sacha et al.3 Data selection Annotation and Data Feature selection DR parameter Defining Type
and emphasis labeling manipulation and emphasis tuning constraints selection
Seifert et al.?7 Visualization goal | Visualization method Computer vision task Data set Type of network architecture

Wang et al.

One-dimensional data

Two-dimensional data

Multi-dimensional data

Text data

Networks

Yu and Shi*®

Tools for teaching concepts

Architecture assessment

Tools for debugging and i

mproving models

Visual explanation

Zhang and Zhu?

Visualization of CNN

Diagnosis of CNN

Disentanglement of “the

Building explainable

Semantic-level

representations representations mixture of patterns” of models middle-to-end learning
NNs through HCI
Griin et al.® Input modification methods Deconvolutional methods Input reconstruction method
Sacha et al.4! Edits and Preparation Model Exploration and direct Validation and interaction
enrichment selection and manipulation
building

Samek et al.22 Opening black box models (understand and explain)

IML: interactive machine learning; DR: dimensionality reduction; PVA: predictive visual analytics; CNN: convolutional neural network; HCI: human-computer interaction. Highlighted in
light blue are two survey papers with nearly identical categorization. Survey papers highlighted in green propose a data-based categorization. The remaining ones present a mixed catego-
rization based on data, visualization tasks or goals, and various ML processes. Note that the alignment of columns is only for presentation purposes.

Chatzimparmpas, A., Martins, R. M., Jusufi, ., & Kerren, A. (2020). A survey of surveys on the
use of visualization for interpreting machine learning models. Information Visualization, 19(3),
207-233.

Guidotti, R., Monreale, A., Ruggieri, S., Turini, F., Giannotti, F., & Pedreschi, D. (2019). A survey
of methods for explaining black box models. ACM Computing Surveys (CSUR), 51(5), 93.

HELSINGIN YLIOPISTO
HELSINGFORS UNIVERSITET
UNIVERSITY OF HELSINKI



